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ABSTRACT Address Resolution Protocol (ARP) spoo ng has been a long-standing problem with no clear
remedy until now. The attacks can be launched easily utilizing an enormous number of publicly available
tools on the web; however, they are extremely tough to counterattack due to ARP’s stateless nature for not
authenticating ARP replies for a subsequent request. Previous studies have demonstrated signi cant efforts
to counterattack these assaults in Software-De ned Networks (SDN); however, much effort has been focused
solely on detecting the assaults, with little effort being made to address performance bottlenecks, scalability,
and Single Point of Failure (SPOF) issues in large-scale networks. In this study, we focus on developing ARP
spoo ng attacks detection mechanism in large-scale SDN that is immune to SPOF and provides enhanced
network performance and scalability. The main purpose is to enable controllers to intercept and analyze all
incoming ARP packets, learn address mappings, and store them in the application’s memory to be used as
a basis for ongoing ARP cache comparisons while maintaining a global cache in a controller. To achieve
the goal of this study, a simulation experiment in a closed network environment was undertaken to precisely
monitor network traf c¢ and result patterns. Mininet and the Open Network Operating System were used to
implement the data plane and OpenFlow controllers. The results show that, the proposed solution is resistant
to ARP spoo ng attacks, with an average detection and mitigation time of 4.3 and 26.19 milliseconds,
respectively. Further signi cant improvements have been observed in alleviating SPOF and performance
bottlenecks.

INDEX TERMS ARP cache poisoning, ARP spoo ng, software-de ne network, network security, dis-
tributed controllers.

I. INTRODUCTION

The Internet has been an incredibly dynamic environment
that is always evolving. It has become renowned for its quick
expansion and widespread use due to the continual devel-
opment of telecommunication networks and infrastructure
worldwide [1]. Many businesses have managed to have a
web presence since the Internet has brought an important
opportunity for online businesses. Businesses are constantly
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looking for ways to make their products and services internet-
enabled [2]. The fast growth of the Internet has resulted in
most people relying on it for their daily activities [3], [4].
Due to the increased dependence on Internet usage, cyber-
attacks and criminal activities have become prevalent in our
computing world [5]. Cyber-attacks can result in many secu-
rity consequences, including identity theft and nancial loss
due to business disruption, theft of information and money;,
and loss of intellectual property rights, which can damage the
competitive advantage of an organization and its reputation.
Any computing device with Internet access is subjected to
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malicious and criminal attacks [6]. The surge in malicious
attacks and activities presents a huge threat to network secu-
rity. Computer systems and network assaults are possible at
numerous levels, from the data link layer to the application
layer of the OSI model.

Address Resolution Protocol (ARP) spoo ng is one of
the assaults that, if gone unnoticed, can be the initial step
in further threats such as Denial of Service (DoS), session
hijacking, and Man-in-the-middle (MITM) attacks [7], [8],
[9]. ARP is a fundamental protocol for data link layer com-
munication. It determines the hardware address of a network
device based on its Internet Protocol (IP) address [10]. ARP’s
stateless nature exposes a humber of aws, one of which is
ARP spoo ng. The weakness is exploited via intercepting
traf c between two hosts on a Local Area Network (LAN).
Notwithstanding the ease with which an assault may be
launched using an enormous number of freely tools acces-
sible on the web, it is extremely tough to counterattack.
End users generally remain unconscious of the fact that they
are the targets of ARP spoo ng assaults until they discover
the disclosure of their con dential information, since the
assailant prefers to monitor the conversation on the channel
rather than interrupt it [8].

The end node intending to send a data frame in unicast
without rst identifying the target hardware address must

rst broadcast an ARP request message containing the IP
address of the destination host with which it intends to
communicate. The host with the intended IP address will
respond to the sender with a unicast ARP reply message
that includes its Media Access Control (MAC) address [8],
[11]. The ARP request is prone to ARP spoo ng since it
need to be broadcasted. Moreover, ARP has a weakness in
not verifying the authenticity of the ARP responses, whether
or not the reply comes from the intended device [8], [9],
[12], [13], [14], [15], [16], [17]. It lacks a reliable technique
to authenticate the ARP responses to determine if they are
genuine or fake. Furthermore, the attacking host can send an
ARP reply to the target host despite the fact that the host
has not requested it at that time. Attackers exploit the ARP
weaknesses by linking the attacker’s MAC address with the
IP address of a target device [13], [14], [15], [17]. Since
network communication in the Data Link Layer relies on the
MAC addresses of the devices, the attacker is able to mirror
both parties, listen to the conversation between these two
parties, and gain access to the data shared by both parties [8],
[15], [18]. Since ARP is the fundamental protocol for LAN
communication and ARP spoo ng assaults can be the initial
step in further threats such as MITM, session hijacking, and
DoS, implementing effective measures against ARP spoo ng
is important to prevent the impacts that can result from these
attacks. Detecting and mitigating ARP spoo ng attacks is
critical in both traditional and Software-De ned Network-
ing (SDN) architectures. Since these networks have distinct
architectural designs, solutions for detecting these attacks
vary.
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SDN is a network communication design that seeks
to overcome the constraints of traditional networks.
Importantly, it overcomes the security challenges facing
the traditional network by separating the traditional net-
work operations into control and data planes to enable
more intelligent network operations [19], [20], [21], [22].
It enables dynamic, programmable, and ef cient network
con gurations to attain optimal network performance and
monitoring [21]. SDN is intended to overcome the static
design of traditional networks and introduce centralized net-
work intelligence by separating the forwarding processes of
network packets from the network control processes [22].
In a traditional network, each device processes its data and
forwards packets in accordance with its algorithms and con-

gurations. There is typically no central control node that
controls the ow of data in the network. On the other hand,
SDN implements the separation between the data forwarding
and the control processes to introduce network controllers for
de ning data ow rules and run algorithms in the switches.
The introduction of the centralized control plane with single
or multiple controllers helps improve network performance
and provides ef cient mechanisms for network monitoring
and management [13], [21], [22], [23], [24]. The control and
management processes are shifted to the control plane, which
has a variety of applications such as routing logics, network
rules, administrative tools, and security measures [19], [21].
In the SDN network environment, switches are responsible
for forwarding packets in accordance with data ow rules
that have been installed by the controllers [25]. Introducing
network controllers in SDN-based networks for analyzing
traf cand controlling devices, enhances the network security
features for the detection and mitigation of cyber-attacks.
Although SDN offers signi cant advantages over traditional
networks, its centralized control design creates additional
challenges in terms of performance bottlenecks, reliability,
interoperability, and fault tolerance [26], [27], [28].

To effectively address performance bottlenecks, reliabil-
ity, interoperability, and fault tolerance concerns, this study
leverages the bene ts of clustering and distributed controller
architecture and employs the clustered and distributed SDN
control plane architecture. It combines features for distributed
as well as clustered controllers to achieve load balanc-
ing, scalability, ef cient network management, and address
Single Point of Failure (SPOF). SDN controller clustering
connects group of controllers as one system to provide a uni-

ed SDN control plane. In this architecture, there is a primary
controller and secondary controllers that provide redundancy
when the primary controller fails. Clusters are commonly
used to improve network service quality by decreasing down-
time and failure by allowing other controllers in the group
to take over in the case of a failure [29]. Each controller in
the cluster is linked to other controllers and exchanges data
to accommodate network demand. The primary controller
shares the network information with the secondary controllers
to address SPOF. The use of clustered controller architec-

VOLUME 12, 2024



L. Patrice et al.: Novel Mechanism for Detection of ARP Spoofing Attacks in Large-Scale SDN

ture has challenges related to scalability and performance
bottlenecks, especially for large-scale, distributed networks,
and service providers’ networks [27]. Distributed controller
architecture is recommended for addressing scalability and
performance bottleneck concerns in large-scale networks.
It involves the deployment of multiple controllers at different
locations or network domains, where each controller instance
manages a speci ¢ network segment [27], [28]. By combin-
ing the features for distributed and clustered control design in
the solution we are proposing, will help address performance
bottlenecks, reliability, scalability, interoperability, and SPOF
issues, in addition to the detection of ARP spoo ng attacks
in large-scale SDN.

Preceding studies have demonstrated great efforts to
enhance ARP security to prevent ARP spoo ng attacks in
SDN. However, much of the effort mainly focused on the
detection of ARP spoo ng attacks, while less effort was made
on addressing performance bottlenecks, scalability, and fault
tolerance in large-scale networks [7], [19], [20], [25], [30],
[31]. Moreover, in the current network era, where optimal
performance and minimal network service downtime are of
paramount importance for large scale networks such as data
centers and cloud-based LANSs, it is uncertain whether the
current methods are still relevant in these networks. In this
paper, we present an approach for detecting ARP spoo ng
attacks in SDN that is immune to SPOF and overcomes
performance constraints, reliability, and scalability concerns.
The essential idea of this effort is to enable SDN controllers
to intercept and analyze all incoming ARP packets, learn
ARP mappings, and store them in the ARP spoo ng detection
application memory, rather than relying only on the con-
troller’s default ARP cache. The controllers will still maintain
a global ARP mapping cache obtained when devices connect
to the network. Thus, controllers will maintain two ARP
cache maps, one in the memory of the application and the
other in the controller’s Operating System (OS) cache. The
SDN controller, through the application, will compare the
ARP mapping of the incoming packets with the two stored
ARP maps to detect any illegal ARP mapping. The attacking
host, once detected, will temporarily be blocked from sending
additional network traf ¢ to prevent damage that can result
from the assaults. Through the distributed and clustered archi-
tecture, the solution will be able to address SPOF, scalability,
and performance bottlenecks such that each controller will
manage part of the network at a time while having a global
view of the entire network as well as acting as a backup to
other controllers. In case of a failure of any controller, backup
controllers will immediately take over with minimal delays.

Our signi cant contributions for this work can be outlined
as follows:

We propose a mechanism for the detection of ARP
spoo ng attacks in large-scale SDN that is immune
to SPOF and provides enhanced network performance
and scalability.

We implement an ARP spoo ng detection approach
that utilizes the detection application’s ARP cache as
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a basis for ongoing comparisons with the global con-
troller’s ARP cache, which is implemented utilizing a
distributed and clustered SDN control plane.

We evaluate the ef cacy of the proposed mechanism by
conducting controlled experiments in network setups of
different sizes and comparing results with the preced-
ing studies.

Il. RELATED WORKS

ARP spoo ng has been a long-standing issue with no de ni-
tive solution until currently. Efforts are being made by
researchers to enhance the ARP security to avoid spoo ng
and associated attacks in the SDN environment. In this part,
we explore various similar efforts and their limitations.

Hnamte and Hussain [23] proposed an innovative solution
to counterattack ARP spoo ng assaults in SDN environment.
The solution deployed a deep learning (Deep Neural Net-
work) model in the detection scheme to enhance its capability
to detect and counterattack the assaults. A dedicated machine
for continuous monitoring of the network topology and detec-
tion of anomalies was deployed. The solution was evaluated
in network setups of various sizes to test its effectiveness
across different network sizes. The solution demonstrated
excellent results in detecting the assaults as well as CPU
utilization and network throughput, however, the proposed
solution can suffer from SPOF in case the dedicated device
for anomaly detection fails.

Jamil et al. [20] suggested an auto detection and mitigation
methodology for ARP spoo ng and Distributed Denial of
Service (DDoS) attacks in SDN. The methodology deployed
one SDN controller to monitor, manage traf c, de ne data

ow rules to the SDN switches, and maintain communication
path. In additional to the controller, a server was used for
packet analysis from all hosts in the network and attacks mon-
itoring. The proposed solution demonstrated fruitful results
in detecting malicious ARP packets, however, it may suffer
SPOF in case the server or the controller is under attack or
failure. Furthermore, the use of a single controller can result
in performance bottlenecks for large-scale networks.

A mechanism by Aldabbas and Amin [19] was proposed
to handle address spoo ng attacks in SDN-based 10T, which
deployed a single controller to handle control plane oper-
ations. Furthermore, a server was deployed to gather ARP
packets from the data plane and analyze them for possible
malicious traf c. The deployment of the server to handle ARP
packets was to reduce processing overheads to the controller,
however, this approach can result in SPOF if the server fails.
Moreover, the use of a single controller can result in perfor-
mance bottlenecks for large-scale networks.

Saritakumar et al. [24] proposed an algorithm against ARP
poisoning attacks in SDN that makes detection decisions
based on IP-MAC IP binding as well as ARP reply counts.
The controller keeps track of the MAC-Port details as well
as the ARP reply iteration counts in the table for contin-
uous monitoring. The algorithm demonstrated effectiveness
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in detecting the assaults. However, there are limited details
related to large-scale networks.

A study by Girdler and Vassilakis [13] focused on com-
bating ARP spoo ng in SDN by introducing an Intrusion
Detection and Prevention System that analyzes incoming
ARP packets to detect malicious activities and blocklist
malicious MAC addresses. The system was evaluated for
its effectiveness using specialized software that has been
integrated with a user input validation library. The study
demonstrated improvements in detecting assaults, intrusion
prevention, rewalls, shorter timeouts, and packet drop-
ping. However, there are limited details on how to coun-
terattack SPOF and scalability constraints in large-scale
networks.

Sun et al. [25] proposed an approach that used a cluster
of controllers to analyze and detect spoofed ARP packets in
real time. The controllers were con gured in a distributed
architecture to allow traf ¢ distribution for performance
enhancement. Furthermore, a server computer was used to
manage communication among the SDN controllers and pro-
vide each controller with a global view of the entire network.
The server gathered network information from the controller,
stored it, and share it with other controllers to make them
learn the global network IP-MAC mappings, however, the
proposed solution can result in controllers operating in an
isolated fashion in the event of a server failure, causing
performance bottlenecks.

Ibrahim et al. [7] suggested an ARP spoo ng attack solu-
tion that used an SDN controller with an extended proxy
capability to detect and drop spoofed ARP packets. The use
of ARP proxy functionality was to reduce the CPU load and
roundtrip time on the controller. The proposed solution was
robust in preventing ARP spoo ng attacks and improving
the controller’s response time, however, the use of a single
controller may result in SPOF and performance bottleneck
issues in handling large volumes of traf c, especially for
large-scale networks such as data centers and cloud-based
SDN networks.

A mechanism for defending ARP spoo ng attacks pro-
posed by Xia et al. [31] was based on the OpenFlow
platform, a module of the POX controller. The solution
inspected the ARP packets from the hosts to identify and
prevent the spoofed packets. The solution was able to defend
against ARP spoo ng attacks; however, performance bot-
tlenecks and fault tolerance issues in large-scale networks
were not well addressed due to the use of a single con-
troller. Khalid et al. [30] proposed an ARP spoo ng attack
detection mechanism for checking every ARP packet using
a single SDN controller. The suggested solution made use of
a POX controller and DHCP server. The suggested solution
was based on a reliable IP-MAC table present in the con-
troller. The solution demonstrated resistance to ARP spoo ng
attacks; however, it may suffer SPOF and performance bottle-
necks in large-scale networks due to the use of a single SDN
controller.
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Table 1 presents a summary for comparative analysis of
prior studies for ARP spoo ng attacks in SDN, with their
strengths and limitations highlighted.

As discussed in the literature, most of the studies have
inadequately addressed SPOF, scalability, and performance
bottlenecks in large-scale networks. Their efforts mainly
focused on the detection of forged ARP packets. Addressing
SPOF, scalability, and performance bottlenecks is of high
priority for large-scale networks to enhance optimal network
performance, scalability, interoperability, and service avail-
ability. In this study, we seek to develop a mechanism for
detecting ARP spoo ng attacks in SDN that is immune to
SPOF and helps alleviate scalability as well as performance
bottleneck issues.

I1l. PROPOSED SOLUTION

This work presents a solution to prevent ARP spoo ng
attacks on large-scale SDN networks that is immune to SPOF
and performance bottlenecks. This part begins by describing
the detection of ARP spoo ng attacks, followed by how the
solution addresses SPOF and performance bottlenecks.

A. ARP SPOOF DETECTOR
As discussed earlier, the previously mentioned solutions
are evidently not fully practicable in large-scale SDN net-
works with massive network traf c that demand excellent
performance and high network service availability. Given
this vantage point, we develop an SDN application proto-
type that resists ARP spoo ng assaults while taking into
consideration SPOF, scalability, and performance bottleneck
dif culties. The ARP spoo ng detection application inter-
cepts and analyzes all incoming ARP packets from the data
plane. It extracts the IP-MAC details for ARP requests and
replies and store them into ARP requests and reply logs,
respectively, in its memory. We make the assumption that,
at rst, when devices connect to the network, they are all
legitimate, and their valid IP-MAC details are captured by
the SDN controller to construct the global ARP cache table
that is stored in its memory. The host is considered mali-
cious only when it starts sending malicious ARP payloads to
impersonate other legitimate hosts. After the application has
extracted the IP-MAC details of the incoming ARP packets,
it then compares them with the previously stored information
and with the global ARP table stored in the memory of
the controller to check for any illegal IP-MAC associations.
Any ARP reply packet is rst checked to see if it has its
corresponding ARP request in the ARP request log. In the
event that there is no corresponding request, the packet is
agged as malicious and dropped. The ARP reply packet
is only valid if it has its corresponding request, otherwise,
it is malicious.

Furthermore, the application checks for associations of a
MAC address with multiple IP addresses in the ARP table
mappings. A valid IP-MAC mapping is only when a single
MAC address is associated with a single IP address. If the
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TABLE 1. Comparisons of ARP spoofing related works in SDN environment.

application detects that a single MAC address is associ-
ated with multiple IP addresses, the packet is agged as
malicious and dropped. The detected host transmitting the
spoofed ARP packets is temporarily blocked from further
sending malicious ARP packets and is isolated from net-
work communication. We further make the assumption that,
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the attacker may connect to the target network using stolen
credentials or any other method and use a legitimate host
in the network to send malicious ARP packets. With this
perspective, we consider blocking the attacking host tem-
porarily rather than permanently to avoid service downtime
in case attackers have compromised the legitimate hosts that
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